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Abstract When studying online movement adjustments,
one of the interesting parameters is their latency. We set
out to compare three different methods of determining the
latency: the threshold, confidence interval, and extrapola-
tion methods. We simulated sets of movements with differ-
ent movement times and amplitudes of movement
adjustments, all with the same known latency. We applied
the three different methods in order to determine when the
position, velocity, and acceleration of the adjusted move-
ments started to deviate from the values for unperturbed
movements. We did so both for averaged data and for the
data of individual trials. We evaluated the methods on the
basis of their accuracy and precision, and according to
whether the latency was influenced by the intensity of the
movement adjustment. The extrapolation method applied to
average acceleration data gave the most reliable estimates of
latency, according to these criteria.

Keywords Latency - Kinematics - Online control -
Rapid responses

It is known that people are able to adjust their ongoing
goal-directed movements if the position of a target changes
(Brenner & Smeets, 1997; Goodale, Pélisson, & Prablanc,
1986; Pélisson, Prablanc, Goodale, & Jeannerod, 1986) or if
the visual representation of their hand is perturbed (Brenner &
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Smeets, 2003; Sarlegna et al., 2003; Saunders & Knill,
2003). These adjustments are characterized by a smooth
deviation of the hand trajectory in the direction of the
perturbation if the target was perturbed (Oostwoud Wijdenes,
Brenner, & Smeets, 2011), or in the opposite direction if
the visual representation of the hand was perturbed
(Sarlegna et al., 2003). These movement adjustments are
studied in order to gain insights into the online control of
movements. One aspect of interest in this context is the time
that the system takes to initiate a movement adjustment:
the response latency. For instance, it has been claimed that
responses have a shorter latency for changes in target
position than for changes in hand representation position
(Sarlegna et al., 2003).

Determining the movement adjustment onset is similar to
determining the movement initiation onset. However, as the
hand is already moving when an adjustment starts, the
between-trial variability in position and speed makes it more
challenging to determine the response latency of movement
adjustments than to determine the initiation of a movement.
In both cases, the onset is generally detected only after the
actual onset, because it is detected only when the response is
clearly larger than the noise. This introduces the problem
that the judged delay depends on the intensity of the move-
ment adjustment: Responses in which the rate of change of
the position (or velocity, or acceleration) is larger are
detected earlier (Hu & Knill, 2011; Teasdale, Bard, Fleury,
Young, & Proteau, 1993). Both the movement duration and
the perturbation size affect this rate of change of the re-
sponse. The response intensity increases when either the
movement duration decreases or the size of the adjustment
increases, or when both occur (Gritsenko, Yakovenko, &
Kalaska, 2009; Oostwoud Wijdenes et al., 2011; Veerman,
Brenner, & Smeets, 2008). We evaluated the influence of
response intensity on different methods of determining the
response latency of movement adjustments.
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In the literature, one finds a variety of methods to deter-
mine the latency of movement adjustments. Such methods
can be applied to position (Briére & Proteau, 2011; Johnson,
Van Beers, & Haggard, 2002; Proteau, Roujoula, & Messier,
2009; Reichenbach, Bresciani, Peer, Biilthoff, & Thielscher,
2011; Reichenbach, Thielscher, Peer, Biilthoff, & Bresciani,
2009; Sarlegna et al., 2003), to velocity (Brenner & Smeets,
1997; Desmurget et al., 2004; Fautrelle, Barbieri, Ballay, &
Bonnetblanc, 2011; Gritsenko et al., 2009; Leonard,
Gritsenko, Ouckama, & Stapley, 2011; Soechting &
Lacquaniti, 1983; Veerman et al., 2008), or to acceleration
(Kadota & Gomi, 2010; Kerr & Lockwood, 1995;
Oostwoud Wijdenes et al., 2011; Prablanc & Martin, 1992;
Reynolds & Day, 2007) data. These kinematic variables can
be analyzed in 3-D space, or the analysis can be restricted to
the direction of the perturbation.

A subjective method that is used to determine the re-
sponse latency is by means of visual inspection (Day &
Lyon, 2000; Reynolds & Day, 2005, 2007). This method
is frequently combined with an objective method. We will
not discuss subjective methods here, but have previously
argued that such methods can be replaced by a combination
of objective methods (Schot, Brenner, & Smeets, 2010). A
first type of objective method to determine the response
latency is based on a threshold applied to a parameter of
the movement itself. Some studies have used a fixed thresh-
old to determine the response latency (Briere & Proteau,
2011; Proteau et al., 2009), others a threshold that is a
percentage of the maximum value of the relevant parameter
in each trial (Johnson et al., 2002; Reichenbach et al. 2011;
Reichenbach et al. 2009).

A second type of method is based on a statistical analysis
of the responses. To this end, authors have performed ¢ tests
(Fautrelle et al., 2011; Kadota & Gomi, 2010; Prablanc &
Martin, 1992), one-tailed Mann—Whitney U tests (Brenner
& Smeets, 1997), analyses of variance (Sarlegna et al.,
2003), or one-way multivariate analyses of variance
(Desmurget et al., 2004) to compare the perturbed and
unperturbed movements, or two opposing perturbed move-
ments, to determine the point at which the two started to
differ significantly. Others have determined the variability in
unperturbed movements and considered the response laten-
cy to be the first moment in time at which the adjusted
movement deviated by more than one standard deviation
(Leonard et al., 2011; Saunders & Knill, 2003), 1.5 standard
deviations (Soechting & Lacquaniti, 1983), two standard
deviations (Kerr & Lockwood, 1995; Reynolds & Day,
2007), or one standard error (Hu & Knill, 2011) from the
mean of the unperturbed movement. Gritsenko et al. (2009)
defined the response latency as the first point outside of a
95 % confidence interval that was determined over the first
100 ms of the response (i.e., before the adjustment had
started). Reynolds and Day (2005) defined the latency as
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the first moment at which the 95 % confidence intervals of
the control trials and perturbed trials did not overlap. Most
authors have also included in their method a minimum
duration for which the difference should be significant.

The last (third) type of method was introduced in our
previous work (Oostwoud Wijdenes et al., 2011; Veerman et
al., 2008). In this extrapolation method, we tried to address
a problem that the first two categories of methods share: that
the detection of the correction must always overestimate the
latency. The idea behind the extrapolation method is first to
identify an interval during which the response is unambig-
uously increasing and subsequently to extrapolate the re-
sponse backward to find its onset. The moment in time at
which this extrapolation crosses zero is considered to be the
response latency.

If one wants to know how much time it takes to generate
a movement adjustment in response to a target jump, the
method for determining the latency should first and fore-
most accurately determine the latency: That is, the average
determined latency should be close to the true latency. If one
wants to compare response latencies—for instance, in order
to determine whether the responses to changes in target
position and the responses to changes in hand representation
position have different latencies—the method must be able
to reliably distinguish between the two latencies if they are
different. In this case, you need to determine the latency
precisely: You should be very certain about the determined
latency (even if it is systematically different from the true
latency). When analyzing real data, it is difficult to separate
the noise from the signal, and it is therefore impossible to
know the true latency. By simulating movements with noise
added to them, we can know exactly when the movement
adjustment started and can examine how this is retrieved in
the face of added noise. To analyze the accuracy (i.e., how
close the average determined latency is to the simulated
latency) and the precision (i.e., how variable the determined
latencies are) of the three different methods for determining
the latencies of online movement adjustments, we simulated
a data set with a given response latency and compared the
accuracy and precision of the three types of methods for a
variety of movement adjustments.

Method
Data simulation

The methods that we examined are aimed at determining the
response latency of multidimensional movements. However,
we only simulated the component of the movement in the
direction of the perturbation, because usually only the com-
ponent of movements in a single dimension is used to
determine the response latency. In our simulation, the target
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was perturbed in a direction perpendicular to the main
movement direction. Hand position in the direction of the
perturbation was calculated for a set of control movements
and for a set of movements with online adjustments using a
minimum-jerk model (Flash & Henis, 1991; Flash & Hogan,
1985; Henis & Flash, 1995). By using the minimum-jerk
model, we assumed that both the control movements and the
movement adjustments were maximally smooth. This as-
sumption seems to be justified by experimental data that
have shown negligible lateral deviations of control move-
ments if subjects move in the transverse plane (Gritsenko et
al., 2009; Liu & Todorov, 2007), and by experimental data
showing that the peak acceleration of movement adjust-
ments is similar to that of maximally smooth adjustments
(Oostwoud Wijdenes et al., 2011). We realize that a
minimum-jerk model does not describe online movement
corrections perfectly, especially at the end of the movement
(Liu & Todorov, 2007). However, we think that for the
purpose of this study it is an appropriate model to use,
because the different methods mainly focus on the initial
part of the correction, and for this part the minimum-jerk
model seems to correspond quite accurately to human
movement corrections.

There are several ways to implement a movement adjust-
ment when using a minimum-jerk model. We used the
abort-replan scheme (Flash & Henis, 1991; Henis &
Flash, 1995) because it is the most straightforward way to
model movement adjustments. We realize that the superpo-
sition scheme (Henis & Flash, 1995) or reformulating the
model as an optimal feedback—control model (Liu &
Todorov, 2007) might fit real data better in some circum-
stances, but our main aim was to understand the differences
between different methods to determine the response laten-
cy, rather than to replicate certain movement adjustments as
precisely as possible.

Since the predictions of a minimum-jerk model are inde-
pendent for orthogonal directions, we could limit our simu-
lations to the deviation of the hand in the direction of the
perturbation. Note that due to the added variability that will
be described below, the unperturbed movements had a com-
ponent in the direction of the perturbation even though the
perturbation was orthogonal to the main movement direc-
tion. We added variability by simulating movements with
different durations and end positions (details in next para-
graph). We assumed that subjects always responded with a
latency of 100 ms to a change in target position (with
variability in the magnitude of the response but not in its
timing). The spatial resolution (0.01 mm) of the simulations
was equal to that of the Optotrak and the sample frequency
(500 Hz) was matched to commonly used settings.

The initial boundary conditions for the control move-
ments were zero position, velocity, and acceleration. The
position at the end of the movement was determined by a

Gaussian distribution with mean ;=0 cm and standard devi-
ation 0=0.65 cm (we only simulated the movement compo-
nent in the direction of the perturbation). This value for o was
based on the standard deviation that we measured in an
experiment in which subjects made horizontal reaching move-
ments over 90 cm without a change in target position, where-
by the average movement duration was 384 ms (Oostwoud
Wijdenes, Brenner, & Smeets, 2013). These movements are
amongst the longest and fastest that have been reported in the
literature, factors that are known to lead to large variability
(Fitts & Peterson, 1964). We used the standard deviation of
these movements to approximate the upper limit of the possi-
ble variation in end position for this experimental paradigm.
The final boundary conditions for velocity and acceleration
were zero. We simulated movements with three different mean
durations (300, 400, and 500 ms). For each of these mean
durations, 100 movement times were drawn from a Gaussian
distribution with =30 ms (Fig. 1). This value of ¢ was also
based on experimental data (Oostwoud Wijdenes et al., 2011).
Velocity and acceleration profiles were obtained by (double)
differentiating the simulated position trajectories. We filtered
the acceleration with a second-order recursive bidirectional
Butterworth filter at 50 Hz, as we have done with real data.

For the trials with adjustments, we started with unperturbed
movements towards positions that were determined by a
Gaussian distribution with mean ©=0 cm and standard devi-
ation 0=0.65 cm. For the single-trial analyses, we generated
three sets of 4,000 unperturbed movements that on average
took 300, 400, or 500 ms, all with 0=30 ms. For the perturbed
movements, the original movement was aborted after 100 ms
and replaced by an adjustment (Henis & Flash, 1995). The
initial boundary conditions for the movement adjustments
were the position, velocity, and acceleration of the original
movements at that moment (i.e., after 100 ms). We assumed
that the adjustment did not affect the total movement duration,
which is congruent with experimental data for target jumps
perpendicular to the movement direction (Blouin, Bridgeman,
Teasdale, Bard, & Fleury, 1995; Oostwoud Wijdenes et al.,
2011). The amplitude of the movement adjustments was de-
termined by a Gaussian distribution with p=1, 2, 3, or 4 cm
and 0=0.72 cm, again corresponding to experimental data
(Oostwoud Wijdenes et al., 2011).

For the single-trial analyses, we simulated 1,000 move-
ments for each combination of the four perturbation sizes
and three mean movement durations. For the average-trial
analyses, we generated 1,000 sets of 20 movements for each
combination of the four perturbation sizes and three mean
movement durations. Movements were averaged across the
20 repetitions to obtain 1,000 means per combination. For
these averages, we only considered positions for the dura-
tion of the shortest of the 20 responses in each set to ensure
that all the trials were considered. This is relevant for
methods that consider the maximum position of perturbed
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Fig. 1 Examples of simulated movements and illustration of the
different methods. The left column shows the position, velocity, and
acceleration profiles for ten control trials and ten 2-cm perturbation
trials with an average duration of 400 ms. The second column illus-
trates the threshold method for one of those trials. The third column
illustrates the confidence interval method, and the fourth column the
extrapolation method for the same trial. The vertical gray dotted lines
indicate the simulated latency: 100 ms. The cyan asterisks indicate the
latency as determined with each technique. This particular latency is

trials to determine the latency (the threshold and extrapola-
tion methods described below).

Latency methods

We determined the latency of the movement adjustments in
three different ways, each applied to the position, velocity,
and acceleration of the simulated movements. For all
methods, we computed the latency with respect to the con-
trol trials that had the same average movement duration. We
chose the parameters for the different methods on the basis
of values that we found in the literature. Due to the added
variability, trials could deviate in the opposite direction than
the perturbation. For all methods, we only considered de-
viations in the direction of the perturbation in order to
determine the response latency.

The first method used a threshold relative to the peak
difference in deviation between the movements in trials with
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detected too early in four cases (using the threshold and extrapolation
methods on acceleration difference, and using the confidence interval
method on both velocity and acceleration), and too late in the other five
cases. Notice that the threshold and extrapolation methods are based
on the difference between control trials and perturbation trials (orange
curves). The confidence interval method compares a single perturba-
tion trial (red curve) with the distribution of control trials (black curves
show the average and gray areas the 95 % confidence intervals)

an adjustment and the average of the control trials that had
the same average movement time. The smallest threshold
that we could find in the literature was a fixed threshold of
3 % of the target displacement (Proteau et al., 2009); others
used a threshold of 20 % (Johnson et al., 2002) or 25 %
(Reichenbach et al., 2011; Reichenbach et al., 2009) of the
maximal displacement. The smaller the threshold, the less
the latencies will systematically be overestimated, but also
the higher the number of premature detections of responses.
Considering this, we chose a threshold of 10 %. For single
trials, the latency was defined as the first moment at which
the deviation between the single trial and the average of the
control trials that had the same average movement time was
larger than 10 % of the maximal deviation between the two.
For averaged trials, the latency was defined as the first
moment at which the deviation between the average of a
set of movement adjustment trials and the average of the
control trials that had the same average movement time was
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larger than 10 % of the maximal deviation between those
two averages. We will refer to this method as the threshold
method (Fig. 1).

The second method was based on statistical analyses. The
response latency was defined as the first moment at which the
adjusted movement was outside the two-tailed 95 % confidence
interval of the control trials. It might seem inconsistent to only
consider responses in the direction of the perturbation and yet
to apply two-tailed tests. In the literature, however, only
Brenner and Smeets (1997) and Leonard et al. (2011) explicitly
mentioned what they used—respectively, one-tailed and two-
tailed tests. We assumed that in studies that did not explicitly
mention the tailedness of their statistics, two-tailed tests were
used (Desmurget et al., 2004; Fautrelle et al., 2011; Gritsenko et
al., 2009; Kadota & Gomi, 2010; Kerr & Lockwood, 1995;
Prablanc & Martin, 1992; Reynolds & Day, 2007; Soechting &
Lacquaniti, 1983). Since it seems that the majority of studies
have used two-tailed tests, we also did so. For the single-trial
analyses, we computed the two-tailed 95 % confidence interval
of the control trials for each average movement time and
determined when each perturbed movement left this confidence
interval in the direction of the perturbation. For the average-trial
analyses, we determined the first moment in time when the
distributions for sets of 20 perturbation trials and 100 control
trials that had the same average movement time as the pertur-
bation trials were significantly (p<.05) different with a two-
tailed ¢ test. If the perturbed movement distribution was not
significantly different at any moment during the trial, we ex-
cluded this set from further analysis. We will refer to this
method as the confidence interval method.

The third method (extrapolation method) was introduced
by Veerman et al. (2008). This method is based on an extrap-
olation of a segment of the difference between the adjusted
movement(s) and the control movements. For the single-trial
analyses, this difference refers to the difference in deviation
between the single trial and the average of the control trials
that had the same average movement time. For the average-
trial analyses, this difference refers to the difference between
the average of a set of movement adjustment trials and the
average of the control trials that had the same average move-
ment time. The latency was determined by drawing a line
through the points at which this difference reaches 25 % and
75 % of the peak difference in that trial or set of trials. The
time between the perturbation and when this line crossed zero
was considered to be the latency. If the extrapolation resulted
in a negative latency—that is, before the start of the trial, we
excluded this trial from further analysis.

Results

The confidence interval method could not identify a signif-
icant difference between the position of a single perturbation

trial and the control trials in 1,578 of the 12,000 trials; for
velocity this happened in 478 trials, and for acceleration in
117 trials. The extrapolation method applied to positions of
single trials identified a negative latency for 2 trials. These
trials were excluded from further analysis. For the threshold
method and the extrapolation method applied to velocity
and acceleration, no trials had to be excluded. Similarly,
when comparing the averaged trials, no averages were ex-
cluded, irrespective of the method.

Figures 2 and 3 show the response latencies that were
determined by applying the different methods to the position,
velocity, and acceleration data of, respectively, the single- and
average-trial responses. Ideally, the methods would determine
the latency accurately (values close to 100 ms) and precisely
(small standard deviations), with no dependence of latency on
the correction intensity that resulted from the selected move-
ment time and perturbation amplitude (all symbols aligned
vertically). The extrapolation method applied to the average
acceleration data best meets these criteria.

The threshold method applied to single-trial position data
(Fig. 2, upper left panel) resulted in quite precisely deter-
mined latencies, but the latencies were influenced by the
correction intensity and were not so accurate. When this
method was applied to single-trial velocity data, the deter-
mined latencies were more accurate, but less precise and
sensitive to differences in correction intensity. When it was
applied to single-trial acceleration data, a substantial number
of the responses were detected too early, especially for small
corrections. As a consequence, the latency was not deter-
mined accurately or precisely, and there was a systematic
effect of correction intensity on the latency.

When the confidence interval method was applied to
single-trial position data (Fig. 2, upper middle panel), the
determined latency was very sensitive to the correction
intensity and not accurate or precise. Applying this method
to single-trial velocity data resulted in a similar pattern.
When it was applied to single-trial acceleration data, the
determined latency was quite accurate, but not precise, and
was influenced by the correction intensity.

When the extrapolation method was applied to single-trial
position data (Fig. 2, upper right panel), the pattern of deter-
mined latencies was similar to the pattern obtained by the
threshold method: quite precise but inaccurate latencies that
were influenced by correction intensity. When the extrapola-
tion method was applied to single-trial velocity data, the
determined latencies were more accurate, but not so precise,
and were influenced by the correction intensity. When this
method was applied to single-trial acceleration data, the de-
termined latencies were quite accurate and hardly influenced
by correction intensity. However, they were not very precise.

Figure 3 shows the latencies that were determined when
the methods were applied to averaged trials. The end posi-
tions of these simulations have the same mean and
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Fig. 2 Latencies to threshold
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variability as the single trials in Figure 2. The maximum
positions in the upper plots are nevertheless not horizontally
aligned, because we determined the maximum position at
the end of the movement with the shortest duration in the
set. When the threshold method was applied to the average
position data (Fig. 3, upper left panel), the latencies were
determined very precisely, but not accurately, and they were
influenced by the correction intensity. When this method
was applied to average velocity data, the accuracy of the
determined latency increased, but 1-cm corrections were
determined less precisely and were influenced by correction
intensity. Application of this method to the average acceler-
ation data resulted in many latencies that were determined as
being too early, and although this led to increased accuracy,
the precision decreased. Moreover, the correction intensity
influenced the determined latencies.

Applying the confidence interval method to average po-
sition data resulted in quite accurate but imprecisely deter-
mined latencies that were influenced by the correction
intensity. When the method was applied to average velocity
data, the latency was determined very accurately, but not
precisely. The influence of correction intensity on the deter-
mined latency was small. The same method applied to
average acceleration data resulted in most latencies being
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determined too early, and thus neither accurately nor
precisely.

The extrapolation method applied to average position
data resulted in precisely but not accurately determined
latencies that were influenced by correction intensity.
When this method was applied to average velocity data,
the latency was determined quite precisely and the influence
of correction intensity on the latency decreased, but the
latency was not determined accurately. When this method
was applied to average acceleration data, the determined
latency was very accurate and was influenced very little by
correction intensity. Except for the response with the lowest
correction intensity (l-cm perturbation and 500-ms dura-
tion), the determined latency was also very precise.

Discussion

We set out to describe the accuracy of three commonly used
methods of determining the latency of online movement
adjustments, and to determine the influences of different
response intensities, different kinematic variables, and
single-trial or averaged data analyses on the determined
latencies. The extrapolation method resulted in the most
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accurate and precise response latencies, especially when it
was applied to acceleration data. The influence of response
intensity on the determined latency was also marginal for
this method. Note, with respect to precision, that Figures 2 and
3 compare judgments for single trials with judgments for
means of 20 trials. If the consideration is whether to determine
the latencies for individual trials and average the latencies, or
to average the responses and then determine the latencies, the
lengths of the error bars in Figure 2 should be divided by about

4.5 (1/20). This reduces the differences, but overall, first
averaging still seems to be the best choice.

Obviously, the parameters that we chose for the different
methods have a substantial influence on the accuracy of the
determined latencies. Our choice was based on values that we
found in the literature. It would be possible to adjust the
percentages for the threshold method and the number of stan-
dard deviations for the confidence interval method, to optimize
the determined latencies. Increasing the threshold or the num-
ber of standard deviations (or standard errors) would result in
fewer early detections, and thus a larger systematic overesti-
mations of the latency. Moreover, one could argue that different
kinematic variables should have different thresholds because
differentiation decreases the signal-to-noise ratio. However,
fine-tuning parameters is only possible for this artificial dataset

confidence interval extrapolation
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for which we know the actual latency. For a real data set, the
response latency is unknown, which makes it impossible to
fine-tune the parameters in a meaningful manner. We therefore
chose one set of conventional parameters to illustrate the be-
havior of the different methods in terms of accuracy, precision,
and the influence of correction intensity. For the extrapolation
method, we used the values that had been used in the first study
to use this method (Veerman et al., 2008).

The extrapolation method assumes that the difference
between the movement adjustment and the control move-
ment initially increases more or less linearly. This assump-
tion seems to be supported by experimental data (Oostwoud
Wijdenes et al., 2011; Veerman et al., 2008). If the correc-
tion intensity is low—for instance, because the size of the
correction is small and the movement duration is long—this
linear part will be short and noisy, so the method’s precision
will deteriorate (see the error bar for the 1-cm/500-ms con-
dition in the bottom right panel of Fig. 3). In other cases,
taking too large a part of the increasing difference curve will
reduce precision, because nonlinear parts of the response
would be treated as if they were linear. Taking too small a
part will make the method more sensitive to noise.

The range of response speeds that we simulated was limit-
ed. The fastest simulated corrections were 4 cm in 200 ms, and
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some studies have reported faster responses—for example,
13-cm corrections in 500 ms (Prablanc & Martin, 1992), or
14-cm corrections in 474 ms (Brenner & Smeets, 2004).
However, in general, the methods are more accurate for faster
responses, so we do not think that this limits our conclusions.
The slowest corrections that we simulated were 1 cm in
400 ms, and this resembles the slowest corrections that we
could find in the literature: 1.5 cm in 650 ms (Briére &
Proteau, 2011; Heath, Hodges, Chua, & Elliott, 1998).

The number of movements that we simulated is much
larger than the standard sample size that one would measure
in an experiment. The expected standard error for the mean
latency in a specific experiment can be determined by dividing
the standard deviation that is plotted in Figure 2 by the square
root of the sample size. For example, the standard error for 20
measured trials with an average correction of 1 cm in 500 ms
(red asterisk in the middle right plot of Fig. 2) would be
expected to be about 13 ms (the SD is about 60 ms). This
means that you would expect to find a significant overestimate
of'the latency (the mean is at about 130 ms) using this method.

Whether single- or averaged-trial analyses will result in
more accurate responses depends on the method used. The
threshold method applied to single-trial acceleration data
resulted in a marked systematic error, whereas it was more
accurate when applied to average acceleration data. However,
the accuracies were comparable for single- and average-trial
analyses when considering position or velocity data. The con-
fidence interval method was more accurate when it was applied
to average trials rather than single trials for position and veloc-
ity, but not for acceleration. The accuracy of the extrapolation
method was slightly better for the average-trial analyses.

In our simulations, we did not vary the response latency.
One difference that we have therefore not considered between
analyzing individual trials and analyzing averages of trials is
that an analysis based on averages of trials will often be biased
toward the shortest latencies, rather than providing informa-
tion about the average of the individual latencies within the set
of trials. This is particularly evident for the threshold and
extrapolation methods, because the average position (or ve-
locity or acceleration) of the perturbed movements starts to
differ from the control trials as soon as the first of the 20 trials
in the set starts to deviate. Whether this bias is an advantage or
a disadvantage is not evident, and probably depends on the
question that one is trying to answer. To our knowledge, the
true shape of the probability distribution of response latencies
is unknown. We speculate that it is a highly skewed distribu-
tion with a long tail toward longer latencies. The mean latency
is therefore likely to exaggerate the time needed to respond.
Perhaps taking the median response latency of individual trials
would be the safest option, but as we have seen, this could be
less reliable, so it might not be the best option if one knows
that the latency is not very variable, or if one is interested in
the minimal response latency.

@ Springer

We only considered some sources of noise in our simu-
lated movements: behavioral variability (in end position and
movement time) and limited measurement precision (the
sampling frequency and the spatial resolution). Obviously,
in real data more sources of noise are present. As a conse-
quence, over the time course of the movements, our data are
less variable than a real data set would be. However, we see
no reason to expect fundamentally different performance for
variability that arises from other sources.

We manipulated the signal-to-noise ratio by varying the
response intensity and keeping the variability in movement
duration and end position the same. As is shown in Figures 2
and 3, this results in differences in the determined latencies
between the different response intensities. Adjustments that are
executed faster are determined more accurately because they
reach the threshold sooner, and thus can be distinguished from
the noise sooner and better. If one were to manipulate the
signal-to-noise ratio by increasing the size of the noise instead
of the size of the signal, we would expect similar effects.

On average, the maximum positions that we used under-
shot the targets to a greater degree for shorter movement times
(Fig. 3). This is also a result of the way that we manipulated
the signal-to-noise ratio: We used the same simulated variabil-
ity in movement time for all movement durations, making the
relative variability larger in movements that ended sooner. The
undershoot arose because positions were considered only until
the end of the shortest movement in the set. Making the
variability proportional to the movement duration would
equate the undershoots across movement times, but there is
no reason to expect that this would fundamentally change our
results. The undershoot increased with the movement ampli-
tude, because amplitude and duration were varied indepen-
dently, so the time-related undershoot simply scaled with
movement amplitude.

Determining movement onset accurately is challenging
(Teasdale et al., 1993). Determining the onset of a movement
adjustment accurately is even more challenging. We showed
that for our simulated movement adjustments, the extrapolation
method applied to averaged acceleration data resulted in the
most accurately and precisely determined response latencies,
and that latencies determined in this manner were least suscep-
tible to systematic biases related to the intensity of the response.
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453-08-004.

References

Blouin, J., Bridgeman, B., Teasdale, N., Bard, C., & Fleury, M. (1995).
Visual stability with goal-directed eye and arm movements toward
a target displaced during saccadic suppression. Psychological
Research, 58, 169—-176.



Behav Res (2014) 46:131-139

139

Brenner, E., & Smeets, J. B. J. (1997). Fast responses of the human
hand to changes in target position. Journal of Motor Behavior;, 29,
297-310.

Brenner, E., & Smeets, J. B. J. (2003). Fast corrections of movements
with a computer mouse. Spatial Vision, 16, 365-376.

Brenner, E., & Smeets, J. B. J. (2004). Colour vision can contribute to
fast corrections of arm movements. Experimental Brain Research,
158, 302-307. doi:10.1007/s00221-004-1903-4

Briére, J., & Proteau, L. (2011). Automatic movement error detection
and correction processes in reaching movements. Experimental
Brain Research, 208, 39-50. doi:10.1007/s00221-010-2458-1

Day, B. L., & Lyon, 1. N. (2000). Voluntary modification of automatic
arm movements evoked by motion of a visual target.
Experimental Brain Research, 130, 159-168.

Desmurget, M., Gaveau, V., Vindras, P., Turner, R. S., Broussolle, E., &
Thobois, S. (2004). On-line motor control in patients with Parkinson’s
disease. Brain, 127, 1755-1773. doi:10.1093/brain/awh206

Fautrelle, L., Barbieri, G., Ballay, Y., & Bonnetblanc, F. (2011). Pointing to
double-step visual stimuli from a standing position: Motor corrections
when the speed—accuracy trade-off is unexpectedly modified in-flight.
A breakdown of the perception-action coupling. Neuroscience, 194,
124-135. doi:10.1016/j.neuroscience.2011.07.049

Fitts, P. M., & Peterson, J. R. (1964). Information capacity of discrete
motor responses. Journal of Experimental Psychology, 67, 103—112.

Flash, T., & Henis, E. (1991). Arm trajectory modifications during reaching
towards visual targets. Journal of Cognitive Neuroscience, 3, 220—
230.

Flash, T., & Hogan, N. (1985). The coordination of arm movements:
An experimentally confirmed mathematical model. Journal of
Neuroscience, 5, 1688—1703.

Goodale, M. A., Pélisson, D., & Prablanc, C. (1986). Large adjust-
ments in visually guided reaching do not depend on vision of the
hand or perception of target displacement. Nature, 320, 748—750.
doi:10.1038/320748a0

Gritsenko, V., Yakovenko, S., & Kalaska, J. F. (2009). Integration of
predictive feedforward and sensory feedback signals for online
control of visually guided movement. Journal of Neurophysiology,
102, 914-930. doi:10.1152/jn.91324.2008

Heath, M., Hodges, N. J., Chua, R., & Elliott, D. (1998). On-line
control of rapid aiming movements: Unexpected target perturba-
tions and movement kinematics. Canadian Journal of
Experimental Psychology, 52, 163—173.

Henis, E. A., & Flash, T. (1995). Mechanisms underlying the generation of
averaged modified trajectories. Biological Cybernetics, 72, 407-419.

Hu, B., & Knill, D. C. (2011). Binocular and monocular depth cues in
online feedback control of 3D pointing movement. Journal of
Vision, 11, 23. doi:10.1167/11.7.23

Johnson, H., Van Beers, R. J., & Haggard, P. (2002). Action and
awareness in pointing tasks. Experimental Brain Research, 146,
451-459. doi:10.1007/s00221-002-1200-z

Kadota, K., & Gomi, H. (2010). Implicit visuomotor processing for quick
online reactions is robust against aging. Journal of Neuroscience,
30, 205-209. doi:10.1523/INEUROSCI.2599-09.2010

Kerr, G. K., & Lockwood, R. J. (1995). Amplitude scaling compensates for
serial delays in correcting eye and arm movements. Journal of Motor
Behavior 27, 349-365. doi:10.1080/00222895.1995.9941723

Leonard, J. A., Gritsenko, V., Ouckama, R., & Stapley, P. J. (2011).
Postural adjustments for online corrections of arm movements in
standing humans. Journal of Neurophysiology, 105, 2375-2388.
doi:10.1152/jn.00944.2010

Liu, D., & Todorov, E. (2007). Evidence for the flexible sensorimotor
strategies predicted by optimal feedback control. Journal of
Neuroscience, 27, 9354-9368. doi:10.1523/JNEUROSCI.1110-
06.2007

Oostwoud Wijdenes, L., Brenner, E., & Smeets, J. B. J. (2011). Fast
and fine-tuned corrections when the target of a hand movement is
displaced. Experimental Brain Research, 214, 453-462.
doi:10.1007/s00221-011-2843-4

Oostwoud Wijdenes, L., Brenner, E., & Smeets, J. B. J. (2013).
Comparing online adjustments to distance and direction in fast
pointing movements. Manuscript under revision.

Pélisson, D., Prablanc, C., Goodale, M. A., & Jeannerod, M. (1986).
Visual control of reaching movements without vision of the limb:
II. Evidence of fast unconscious processes correcting the trajec-
tory of the hand to the final position of a double-step stimulus.
Experimental Brain Research, 62, 303-311.

Prablanc, C., & Martin, O. (1992). Automatic control during hand
reaching at undetected two-dimensional target displacements.
Journal of Neurophysiology, 67, 455-469.

Proteau, L., Roujoula, A., & Messier, J. (2009). Evidence for contin-
uous processing of visual information in a manual video-aiming
task. Journal of Motor Behavior 41, 219-231. doi:10.3200/
JMBR.41.3.219-231

Reichenbach, A., Bresciani, J.-P., Peer, A., Bilthoff, H. H., &
Thielscher, A. (2011). Contributions of the PPC to online control
of visually guided reaching movements assessed with fMRI-
guided TMS. Cerebral Cortex, 21, 1602—1612. doi:10.1093/
cercor/bhq225

Reichenbach, A., Thielscher, A., Peer, A., Biilthoff, H. H., & Bresciani,
J.-P. (2009). Seeing the hand while reaching speeds up on-line
responses to a sudden change in target position. Journal of
Physiology, 587, 4605-4616. doi:10.1113/jphysiol.2009.176362

Reynolds, R. F., & Day, B. L. (2005). Visual guidance of the human
foot during a step. Journal of Physiology, 569, 677—684.
doi:10.1113/jphysiol.2005.095869

Reynolds, R. F., & Day, B. L. (2007). Fast visuomotor processing
made faster by sound. Journal of Physiology, 583, 1107-1115.
doi:10.1113/jphysiol.2007.136192

Sarlegna, F., Blouin, J., Bresciani, J. P., Bourdin, C., Vercher, J. L., &
Gauthier, G. M. (2003). Target and hand position information in
the online control of goal-directed arm movements. Experimental
Brain Research, 151, 524-535. doi:10.1007/s00221-003-1504-7

Saunders, J. A., & Kanill, D. C. (2003). Humans use continuous visual
feedback from the hand to control fast reaching movements.
Experimental Brain Research, 152, 341-352. doi:10.1007/
s00221-003-1525-2

Schot, W. D., Brenner, E., & Smeets, J. B. J. (2010). Robust movement
segmentation by combining multiple sources of information.
Journal of Neuroscience Methods, 187, 147-155. doi:10.1016/
j.jneumeth.2010.01.004

Soechting, J. F., & Lacquaniti, F. (1983). Modification of trajectory of
a pointing movement in response to a change in target location.
Journal of Neurophysiology, 49, 548-564.

Teasdale, N., Bard, C., Fleury, M., Young, D. E., & Proteau, L. (1993).
Determining movement onsets from temporal series. Journal of
Motor Behavioy 25, 97-106. doi:10.1080/00222895.1993.9941644

Veerman, M. M., Brenner, E., & Smeets, J. B. J. (2008). The latency
for correcting a movement depends on the visual attribute that
defines the target. Experimental Brain Research, 187, 219-228.
doi:10.1007/s00221-008-1296-x

@ Springer


http://dx.doi.org/10.1007/s00221-004-1903-4
http://dx.doi.org/10.1007/s00221-010-2458-1
http://dx.doi.org/10.1093/brain/awh206
http://dx.doi.org/10.1016/j.neuroscience.2011.07.049
http://dx.doi.org/10.1038/320748a0
http://dx.doi.org/10.1152/jn.91324.2008
http://dx.doi.org/10.1167/11.7.23
http://dx.doi.org/10.1007/s00221-002-1200-z
http://dx.doi.org/10.1523/JNEUROSCI.2599-09.2010
http://dx.doi.org/10.1080/00222895.1995.9941723
http://dx.doi.org/10.1152/jn.00944.2010
http://dx.doi.org/10.1523/JNEUROSCI.1110-06.2007
http://dx.doi.org/10.1523/JNEUROSCI.1110-06.2007
http://dx.doi.org/10.1007/s00221-011-2843-4
http://dx.doi.org/10.3200/JMBR.41.3.219-231
http://dx.doi.org/10.3200/JMBR.41.3.219-231
http://dx.doi.org/10.1093/cercor/bhq225
http://dx.doi.org/10.1093/cercor/bhq225
http://dx.doi.org/10.1113/jphysiol.2009.176362
http://dx.doi.org/10.1113/jphysiol.2005.095869
http://dx.doi.org/10.1113/jphysiol.2007.136192
http://dx.doi.org/10.1007/s00221-003-1504-7
http://dx.doi.org/10.1007/s00221-003-1525-2
http://dx.doi.org/10.1007/s00221-003-1525-2
http://dx.doi.org/10.1016/j.jneumeth.2010.01.004
http://dx.doi.org/10.1016/j.jneumeth.2010.01.004
http://dx.doi.org/10.1080/00222895.1993.9941644
http://dx.doi.org/10.1007/s00221-008-1296-x

	Analysis of methods to determine the latency of online movement adjustments
	Abstract
	Method
	Data simulation
	Latency methods

	Results
	Discussion
	References


